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a b s t r a c t

This paper investigates the sick and healthy factors which contribute to heart disease for males and
females. Association rule mining, a computational intelligence approach, is used to identify these factors
and the UCI Cleveland dataset, a biological database, is considered along with the three rule generation
algorithms – Apriori, Predictive Apriori and Tertius. Analyzing the information available on sick and
healthy individuals and taking confidence as an indicator, females are seen to have less chance of coro-
nary heart disease then males. Also, the attributes indicating healthy and sick conditions were identified.
It is seen that factors such as chest pain being asymptomatic and the presence of exercise-induced angina
indicate the likely existence of heart disease for both men and women. However, resting ECG being either
normal or hyper and slope being flat are potential high risk factors for women only. For men, on the other
hand, only a single rule expressing resting ECG being hyper was shown to be a significant factor. This
means, for women, resting ECG status is a key distinct factor for heart disease prediction. Comparing
the healthy status of men and women, slope being up, number of coloured vessels being zero, and old-
peak being less than or equal to 0.56 indicate a healthy status for both genders.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

Throughout history, humans have been affected by life-threat-
ening diseases. Of the various life-threatening diseases, heart dis-
ease has received a great deal of attention from medical
researchers. As shown in Fig. 1, the Australian Bureau of Statistics
and Cancer Biology (ABS, 2009; King & Robins, 2006) noted heart
disease as one of the two highest causes of mortality in Australia
and UK, with the other being cancer. For Australia, cancer is the
cause of the greatest number of deaths, followed by heart disease,
respiratory disease, mental disorder, accidents and others. On the
other hand, in the UK, heart disease is the cause of the greatest
number of deaths, followed by cancer, respiratory disease, mental
disorder, accidents and others. With such a high mortality rate, it is
necessary to gain a clearer understanding of the risk and preven-
tion factors for this disease, as well as improving the accuracy of
diagnosis. So, this research has considered factor determinations
of coronary disease as the subject for computational diagnostics.

Computational intelligence concepts have recently been used in
discovering the relationships between different diseases and pa-
tient attributes (Huang, Li, Su, Watts, & Chen, 2007; Ishibuchi,
ll rights reserved.
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Kuwajima, Nojima, 2007; Karabatak & Ince, 2009; Shin et al.,
2010; Wang & Hoy, 2005). So, this research also uses the computa-
tional intelligence approach. Particularly, this research presents
rule extraction experiments on heart disease data using three dif-
ferent rule mining algorithms – Apriori, Predictive Apriori and Ter-
tius. It also highlights the efficiency of these algorithms for this
diagnostic task. A considerable issue in a research on heart disease
diagnosis is the privacy issue related to medical data. So, Cleveland
dataset (UCI, 2009), a publicly available dataset and widely popular
with data mining researchers, has been used.

For heart disease, diagnostic systems are time consuming,
costly and prone to errors. Patients suffering from heart disease
need to be under constant observation as improper treatment
can be fatal. Proper identification of the disease and early treat-
ment are essential. The World Health Organization (WHO) identi-
fied the potential of data mining for improving the problems in
this medical domain as early as 1997 (Gulbinat, 1997). In the
WHO research, emphasis was placed on the usefulness of knowl-
edge detection from medical data repositories that could benefit
medical diagnosis and prediction, patient health planning and pro-
gress, healthcare system monitoring and assessment, hospital and
health services management, and disease prevention. This paper is
motivated by these views and the aforementioned issues, and pro-
poses a set of computational intelligence based approaches for
diagnosing heart disease.



Fig. 1. A comparison of death from different causes in Australia (2009) and UK (2006). ABS (2009) and King and Robins (2006).
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The plan of this paper is as follows: Section 2 presents different
related concepts including heart anatomy, heart disease, associa-
tion rule mining and Computational Intelligence in heart disease;
Section 3 illustrates datasets details; Section 4 presents an associ-
ation rule mining technique to derive human interpretable rules
regarding heart disease for both sick and healthy males and fe-
males; and finally, Section 5 concludes the paper with a summary
of findings and future research directions.
2. Different related concepts

This section will discuss the anatomy of the heart, heart disease,
association rule mining algorithms and the use of computational
intelligence in heart disease diagnostics.
2.1. Brief overview of the anatomy of the heart

This section details the anatomy of heart, the general functions
of this organ and the abnormalities that may lead to heart disease.
The heart, a muscular organ situated near the middle of chest, is
responsible for pumping blood to the other parts of the body and
together with network of blood vessels and blood form the human
body’s cardiovascular system (Caster, 2010; Midgley, 2003;
Sherwood, 2009). The organ has four chambers – two atria (the
two upper chambers) and two ventricles (the two bottom cham-
bers). Both the atria receive deoxygenated blood coming back from
the body except that from the lungs, and the left section of the
heart also receives oxygenated blood from the lungs. The right
and left ventricles pump the blood back out into the body. There
are four valves: the aortic valve, the pulmonary valve, the mitral
valve and the tricuspid valve that control the forward and
backward flows of the blood through the heart (Caster, 2010;
Midgley, 2003; Sherwood, 2009; TEXASH, 2010). Disruptions to
this circulation of blood can result in serious health problems
including death. Scientists are, however, still unclear about the
specific causes of heart disease. Details on the symptoms of heart
disease and known diagnostics are provided in the following
sub-section.
2.2. Heart disease

This section will briefly discuss the characteristics of heart dis-
ease, its symptoms, causes, and known diagnostic techniques and
the treatment options for this disease.
2.2.1. Characteristics of heart disease
Current research on heart disease research has established that

it is not a single condition, but refers to any condition in which the
heart and blood vessels are injured and do not function properly,
resulting in serious and fatal health problems (Chilnick, 2008;
HEALTHS, 2010; King, 2004; Silverstein et al., 2006). There are dif-
ferent types of heart diseases, among which the major types are:
atherosclerosis, coronary, rheumatic, congenital, myocarditis, angi-
na and arrhythmia (Health, 2010).

2.2.2. Symptoms of heart disease
Symptoms of this disease, however, differ from person to per-

son. In majority of the cases, there is no early symptom and the dis-
ease is identifiable only in the advanced stage. Some common
symptoms of heart disease are (Chilnick, 2008; Crawford, 2002;
HEALTHS, 2010):

� chest pain (Angina pectoris);
� strong compressing or flaming sensation in the chest, neck or

shoulders;
� discomforts in chest area;
� sweating, light-headedness, dizziness, shortness of breath;
� pain spanning from the chest to arm and neck, and that ampli-

fying with exertion;
� cough;
� palpitations;
� fluid retention.

2.2.3. Causes of heart disease
The causes of heart disease are unclear, but age, gender, family

history, and ethnic background are all considered to be the major
causes in different investigatons (Chilnick, 2008; HEALTHS, 2010;
King, 2004; Silverstein et al., 2006). Other factors like eating habits,
fatty foods, lack of exercise, high cholesterol, hypertension, pollu-
tion, life style factors, obesity, high blood pressure, stress, diabetes
and lack of awareness have also been claimed to increase the
chance of developing heart disease (Chilnick, 2008; HEALTHS,
2010); King, 2004; Silverstein et al., 2006. Heart research, further,
has found that the majority of the disease occurrence is noticed
in people between the ages of 50–60 (Chilnick, 2008; HEALTHS,
2010); Silverstein et al., 2006.

2.2.4. Diagnostic techniques of heart disease
The diagnosis of heart disease patient depends on clinical his-

tory and physical examination, even though different diagnostic
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procedures exist (Chilnick, 2008; Crawford, 2002; HEALTHS, 2010;
MERCK., 2010) including:

� Electrocardiography (ECG): a fast process monitoring the
heart’s electrical impulses.
� Stress testing: a heart-functionality test used by doctors to dif-

ferentiate the problems limiting exercise due to a heart disorder
or other issues.
� Magnetic resonance imaging (MRI): use of a powerful mag-

netic field and radio waves to form detailed images of the heart
and chest.
� Electrophysiologic testing: test assessing serious abnormali-

ties in heart rhythm or electrical conduction using a catheter
with tiny electrodes.
� Tilt table testing: diagnostic method for people experiencing

fainting (syncope) due to undetected reasons and who do not
have a structural heart disorder (aortic valve stenosis).
� Radiologic procedures (X-rays): chest X-rays from the front

and the side of the body to realize the shape and size of the
heart, as well as the related blood vessels.
� Angiography: test involving the injection a dye through a cath-

eter for viewing on X-rays and determining heart disease.
� Other notable procedures are: continuous ambulatory electro-

cardiography (Holter monitor), radionuclide imaging, cardiac
catheterization, central venous catheterization. Fluoroscopy is
also used to detect heart disease, though the use is generally
infrequent. Blood tests involving measurement of sugar levels,
cholesterol and other substances are also used.

Majority of these procedures have very small risk, however the
risk intensifies with complex and severe heart disorder (Chilnick,
2008; Crawford, 2002; HEALTHS, 2010; Merck, 2010).
2.2.5. Treatment options for heart disease
Treatment of heart disease depends on the type, patient’s age,

health condition and the patient’s choice. The major types of treat-
ment are:

� Medications: Including beta-blockers, like atenol (Tenormin),
nadolol (Corgard), and propranolol (Inderal); calcium channel
blockers like, amlodipine (Norvasc), and nisoldipine (Sular);
diuretics like chlorothiazide (Diuril) and hydrochlorothiazide
(Esidrix); angiotensin-converting enzyme (ACE) Inhibitors like
captopril (Capoten), enalapril (Vasotec), and lisinopril
(Prinivil, Zestril); statins like atorvastatin (Lipitor) and
rosuvastatin calcium (Crestor) (Crawford, 2002; HEALTHS,
2010).
� Balloon angioplasty: A nonsurgical process designed to enlarge

narrowed coronary arteries (Crawford, 2002; HEALTHS, 2010),
involving the insertion of a catheter into an artery in the arm
or leg and a second smaller catheter, having a deflated balloon
on its tilt, within the first catheter. The balloon is then inflated,
to increase the diameter of the blood vessel’s opening and
resulting in increased circulation. A special X-ray camera (called
fluoroscope) is used to monitor the process.
� Bypass graft surgery: In this procedure, cardiac surgeons

remove a blood vessel from a part of the body and graft it to
the narrowed or blocked coronary artery (Crawford, 2002;
HEALTHS, 2010) with the aim to nourishing the vessel with
blood flow again.
� Electrophysiologic devices (Pacemakers): Another surgical

procedure involving the insertion of a device, called a
pacemaker, into the body to maintain a minimum safe heart
rate and regulated blood flow (Crawford, 2002; HEALTHS,
2010).
2.3. Association rule mining

This research will make extensive use of association learning.
Association rule mining is a well recognised data mining proce-
dure. In its basic structure, every association rule fulfilling the min-
imum support and confidence are extracted (Ishibuchi et al., 2007).
A rule generated by association learning has the form ‘LHS (left
hand side) => RHS (right hand side)’, where LHS and RHS are the
disjoint sets of items. This rule expresses that the RHS set is likely
to occur whenever the LHS set occurs. Support and confidence are
two measures of rule interestingness that reflect the usefulness
and certainty of a rule respectively (Hastie, Tibshirani, & Friedman,
2001). For a rule, X P Y,

Support ðX 6 YÞ ¼ PðX \ YÞ

Confidence ðX 6 YÞ ¼ PðYjXÞ ¼ PðX \ YÞ
PðXÞ

Association learning is a promising knowledge discovery tool
and has been widely explored in different areas, including the
medical domain (Chen, Mabu, Shimada, & Hirasawa, 2010; Fu,
Zhou, & Guo, 2010; Lei, Cui, & Mi, 2010; Ordonez, 2006; Ordonez
et al., 2001; Shin et al., 2010). Different algorithms have been
proposed to generate association rules, and depending on the
method, the rules vary (Agrawal, Imielinski, & Swami, 1993;
Flach & Lachiche, 2001; Scheffer, 2001). In this research, three
techniques have been explored: Apriori, Predictive Apriori and
Tertius.

2.3.1. Apriori
The Apriori algorithm has become a standard approach in

association rule mining. It was first introduced by Agrawal and
Srikant (1994). The algorithm starts with a dataset containing
transactions and aims to construct frequent item sets, having at
least a user specified threshold. In the algorithmic process of
Apriori, an item set X of length k is frequent if and only if every
subset of X, having length k � 1, are also frequent. This consider-
ation results in substantial reduction of search space and allows
rule discovery in a computationally feasible time. Confidence is
basically the accuracy of the rule and is used in Apriori to rank
the rules (Agrawal et al., 1993; Mutter, Hall, & Frank, 2005;
Taihua & Fan, 2010).

2.3.2. Predictive Apriori
Predictive Apriori (Scheffer, 2001), an algorithm motivated by

Apriori, maximises the expected accuracy of an association rule
on unseen data in contrast to the confidence related focus of
Apriori. While Apriori ranks the rules based on confidence only,
Predictive Apriori considers both the confidence and support in
ranking the rules. Thus the algorithm has higer generalisation
capacity (Scheffer, 2001). Considering a database D with a set
of records r and a static process P, the predictive accuracy of
the rule: X P Y is the conditional probability of Y being a subset
of r, given that X is a subset of r. A Bayesian framework is used
to calculate the predictive accuracy out of the support and
confidence of a rule. The technique is well suited for classifica-
tion tasks and, with the datasets considered in this research
mainly originating from the task of disease identification (in
other words, classification), this algorithm has been chosen as
a potential computational intelligence technique in this research.

2.3.3. Tertius
Tertius (Flach & Lachiche, 2001; Flach, Maraldi, & Fabrizio,

2006) is an inductive logic programming algorithm that looks
for clauses with the highest value of a confirmation evaluation



1 Typical angina is the condition with patient showing the general symptoms and
indicating high possibility of coronary artery blockages (Baliga and Eagle, 2008; Kaul
2010; Diagnosis, 2010). Atypical angina refers to the condition in which the
symptoms are not detailed and the probability of blockages is low (Baliga and Eagle
2008; Kaul, 2010; Diagnosis, 2010). Non-angina pain is related to a stabbing
prolonged, dull, or painful condition (Mengel and Schwiebert, 2005; Society, 1945
Diagnosis, 2010). Asymptomatic pain is the condition with no symptoms of illness or
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function. Different confirmation measures have been investigated,
with the simplest one being weighted relative accuracy. A
confirmation measure indicates the unexpectedness of a rule
and the fraction of expected counter-instances. Two values, that
are the expected probability and the observed probability, are cal-
culated in the algorithm. Tertius can extract first order rules and
has been applied in association rule mining tasks along with
other schemes (Gunasekara et al., 2009; Sadri, 2002). The algo-
rithm has shown promising results in these applications, so it is
an interesting issue to see how well this rule mining algorithm
performs compared to other schemes for the datasets in this re-
search. Hence, the technique has also been considered in our
study.

2.4. Computational Intelligence in heart disease detection

Computational intelligence techniques have been used in the
diagnosis and analysis of heart diseases. Avci (2009), for exam-
ple, proposed an intelligent system, based on using a Genetic-
Support Vector machine (GSVM) approach to classify the Doppler
signals of heart valve. Palaniappan and Awang (2008) developed
a CAD (Computer Aided Diagnostics) prototype, called the Intel-
ligent Heart Disease Prediction System (IHDPS), using a number
of data mining techniques. Eberhart, Dobbins, and Webber
(2002) used an adaptive neural network to classify multichannel
Electrocardiograph (ECG) patterns. Cios, Chen, and Langenderfer
(2002) used Neural Networks to detect cardiac diseases from
echocardiographic images. Das, Turkoglu, and Sengur (2009)
introduced a method that employs an SAS based software for
heart disease diagnosis. Shin et al. (2010) analysed records of pa-
tients diagnosed with critical hypertension and showed, using
association rule mining (ARM), the strong association of critical
hypertension with non-insulin dependent diabetes mellitus
(NIDDM) and cerebral infarction.While some researchers have
utilized the different proprietary datsets (Kaya, 2010; Kou, Peng,
Shi, & Chen, 2007; Luukka & Lampinen, 2010; Michelakos,
Papageorgiou, & Vasilakopoulos, 2010; Patil, Joshi, & Toshniwal,
2010; Vijaya, Khanna Nehemiah, Kannan, & Bhuvaneswari,
2010), several other researchers have used the publicly available
Cleveland dataset (UCI, 2009) in their research. These include:
application of the database in determining the effectiveness of
instance based learning algorithms (Aha & Kibler, 1988), proba-
bilistic algorithm for diagnosing the risk of coronary artery dis-
ease (Detrano et al., 1989), comparison of global evolutionary
computation approaches (Edmonds, 2005), and ensemble of clas-
sifiers for improved diagnostics (Fida, Nazir, Naveed, & Akram,
2011)

It is mentionable that while medical communities have noted
different risk factors, it is still unclear what causes heart disease
and more specifically, how these factors vary for men and women.
This paper contributes a computational intelligence based ap-
proach to determine the risk factors, including consideration of
the factor of gender.

3. Dataset details

As mentioned earlier, we use the publicly available UCI heart
disease dataset in our research. The heart disease dataset consists
of a total of 76 attributes, however majority of the studies use a
maximum of 14 attributes (, 2010; UCI, 2009) as these are consid-
erably linked to the heart disease. These 14 attributes are as fol-
lows (, 2010; UCI, 2009).

1. Age: numeric;
2. Sex: nominal – 2 values: male, female;
3. Chest pain type: nominal – 4 values: typical angina (angina),
atypical angina (abnang), non-anginal pain (notang), asymp-
tomatic (asympt).1

4. Trestbps: numeric, indicates resting blood pressure on
admission;

5. Chol:: numeric, indicates Serum cholesterol in mg/dl;
6. Fbs: nominal – 2 values: True, False, indicates whether fast-

ing blood sugar is greater than 120 mg/dl;
7. Restecg: nominal – 4 values: normal (norm), abnormal (abn):

ST–T wave abnormality, ventricular hypertrophy (hyp) –
indicates resting electrocardiographic outcomes;

8. Thalach: numeric, indicates maximum heart rate achieved;
9. Exang: nominal – 2 values: yes, no – highlights existence of

exercise induced angina;
10. Oldpeak: numeric: ST depression induced by exercise rela-

tive to rest;
11. Slope: nominal – 3 values: upsloping, flat, downsloping – the

slope characteristics of the peak exercise ST segment;
12. Ca: numeric – number of fluoroscopy colored major vessels

(0–3);
13. Thal: nominal – 3 values: normal, fixed defect, reversible

defect- the heart status;
14. The class attribute: value is either healthy or existence of

heart disease (sick type: 1, 2, 3, and 4).

4. Association rule mining on heart disease data

While most existing works have considered the Cleveland data-
base as a classification problem, we view, in this research, the data-
set as a knowledge extraction problem and explore the use of
association rule mining. Two experiments have been performed.
The first experiment sets out extracting rules to indicate healthy
and sick conditions. In the medical domain, the gender of a person
has been found to be an important factor influencing heart disease
(Andersen & Haraldsdottir, 2009; Barrett-Connor, Cohn, Wingard,
& Edelstein, 1991; Dalaker, Smith, Arnesen, & Prydz, 2009; Ferrara
et al., 2008; Flint et al., 2010; Haley, Roth, Howard, & Safford, 2010;
Jeppesen, Hein, Suadicani, & Gyntelberg, 1998; Pencina,
D’Agostino, Larson, Massaro, & Vasan, 2009; Schenck-Gustafsson,
2009; Tucker et al., 2009). A second experiment is so performed
to discover rules based on gender. Details of these two experiments
are provided in the following sub-sections.

4.1. Association rule mining to detect sick and healthy conditions

In this first experiment, all sick individuals were regarded to be
in one class and healthy individuals to be in another class. Three
popular association rule mining algorithms, Apriori, Predictive
Apriori and Tertius, were used in this experiment. Results of the
experiment are shown in Tables 1–3. Rules with confidence levels
above 90%, with accuracy levels above 99% and confirmation levels
above 79% were selected respectively for Apriori, Predictive Apriori
and Tertius. As there can be many such rules, only the rules con-
taining the ‘sick’ or ‘healthy’ class in the right-hand side (RHS)
were considered. If no such rules were available, rules containing
the ‘sick’ or ‘healthy’ class in the left-hand side (LHS) were
reported.

For Apriori, four of the five rules for the ‘healthy’ class were
disease (Pickett, 2000; FREEDC, 2010).
,

,
,
;



Table 1
Rule extraction for healthy and sick through the Apriori algorithm.

Algorithms Rules Time
(s)

Apriori Healthy rules: 0
Healthy rule: If {Sex = female \ exercise_induced_angina = fal \ number_of_vessels_colored=0 \ thal = nom} => class healthy (conf., 0.98).
Healthy rule: If {Sex = female \ fasting_blood_sugar = fal \ exercise_induced_angina = fal \ number_of_vessels_colored = 0} => class healthy
(conf., 0.98).
Healthy rule: If {Sex=female \ exercise_induced_angina = fal \ number_of_vessels_colored = 0} => class healthy (conf., 0.98).
Healthy rule: If {Sex = female \ fasting_blood_sugar = fal \ exercise_induced_angina = fal \ thal = norm} => class healthy (conf., 0.95).
Healthy rule: If {Resting_blood_pres less or = ‘(115.2,136.4]’ \ exercise_induced_angina = fal \ number_of_vessels_colored = 0 \ thal = norm} =>
class healthy (conf., 0.94).
Sick Rules:
Sick rule: If {Chest_pain_type = asympt \ slope = flat \ thal = rev} => class sick (conf., 0.96).
Sick rule: If {Chest_pain_type=asympt \ exercise_induced_angina=TRUE \ thal=rev} => class sick (conf., 0.94).

Table 2
Rule extraction for healthy and sick through the Predictive Apriori algorithm.

Algorithms Rules Time (s)

Predictive
apriori

Healthy rules:
Healthy rule: If {Sex=female \ fasting_blood_sugar = fal \ resting_ecg = norm \ exercise_induced_angina = fal \ thal=norm} => class healthy
(acc., 0.9938).
Healthy rule: If {Sex = female \ chest_pain_type = notang \ thal = norm} => class healthy (acc., 0.9935).
Healthy rule: If {Age = ‘(48.2–57.8]’ \max_heart_rate = ‘(149.6,175.8]’ \ exercise_induced_angina = fal \ number_of_vessels_colored=0} =>
class healthy (acc., 0.99314).
Healthy rule: If {Sex = female \ chest_pain_type = notang \ max_heart_rate = ‘(149.6,175.8]’} => class healthy (acc., 0.9921).
Healthy rule: If {Age = ‘(38.6–48.2]’ \ resting_blood_pres = ‘(115.2,136.4]’ \ thal = norm} => class healthy (acc., 0.9918).
Healthy rule: If {Sex = female \ exercise_induced_angina = fal \ number_of_vessels_colored=0} => class healthy (acc., 0.9901).
Sick Rules:
Sick rule: If {Age = ‘(48.2, 57.8]’ \ slope = flat \ number_of_vessels_colored = 1} => class sick (acc., 0.9902).
Sick rule: If {Max_heart_rate = ‘(123.4,149.6]’ \ exercise_induced_angina = TRUE \ thal = rev} => class sick (acc., 0.9931).
Sick rule: If {Sex = male \ chest_pain_type = asympt \ number_of_vessels_colored = 2} => class sick (acc., 0.9915).
Sick rule: If {Age = ‘(57.8,67.4]’ \ sex = male \ number_of_vessels_colored = 2} => class sick (acc., 0.9902).

2 min
43 see.

Table 3
Rule extraction for healthy and sick through the Tertius algorithm.

Algorithms Rules Time (Sec)

Tertius Healthy rules:
Healthy rule: If {Chest_pain_type = angina or cholesteral = ‘(476.4, inf)’ or thal = norm} => class healthy (conf., 0.30).
Healthy rule: If {Chest_pain_type = angina or max_heart_rate = ‘(175.8, inf)’ or thal = norm} => class healthy (conf., 0.35).
Healthy rule: If {Chest_pain_type = abnang or max_heart_rate = ‘(175.8, inf)’ or thal = norm} => class healthy (conf., 0.40).
Healthy rule: If {Cholesteral = ‘(476.4, inf)’ or max_heart_rate = ‘(175.8, inf)’ or thal = norm} => class healthy (conf., 0.32).
Healthy rule: If {Age = ‘(67.4, inf)’ or chest_pain_type = notang or number_of_vessels_colored = 0} => class healthy (conf., 0.85).
Sick rules:
Sick rule: If {Chest_pain_type = asympt or resting_blood_pres = ‘(178.8, inf)’ or oldpeak = ‘(2.48-3.72]’} => class sick (conf., 0.97).
Sick rule: If {Exercise_induced_angina = TRUE or oldpeak = ‘(2.48,3.72]’ or thal = rev} => class sick (conf., 1).
Sick rule: If {Chest_pain_type = asympt or max_heart_rate = ‘(�inf, 97.2]’ or oldpeak = ‘(2.48,3.72]’} => class sick (conf., 0.54).
Sick rule: If {Old peak = ‘(2.48,3.72]’ or number_of_vessels_colored = 3 or thal = rev} => class sick (conf., 1).
Sick rule: If {Chest_pain_type = asympt or oldpeak = ‘(2.48,3.72]’ or thal = fix} => class sick (conf., 0.80).
Sick rule: If {Exercise_induced_angina = TRUE or oldpeak = ‘(3.72, 4.96]’ or thal = rev} => class sick (conf., 0.86).

02 min 49 s 672 ms
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attributed to the female gender indicating that, based on this par-
ticular dataset, females have more chance of being free from coro-
nary heart disease. Also if the results showed that when exercise
induced angina (chest pain) was false, it was a good indicator of
a person being healthy, irrespective of gender (exercise induced
angina = false has appeared in the LHS of all the high confidence
rules). The number of coloured vessels being zero and thal (heart
status) being normal were also shown to be good indicators of
health. Rules mined for the ‘sick’ class, on the other hand, showed
that chest pain type being asymptomatic and thal being reversed
were probable indicators of a person being sick (both the high con-
fidence rules have these two factors in LHS).

The Predictive Apriori gave different results (Table 2). As men-
tioned earlier, in contrast to Apriori, which selects rules based on
confidence, Predictive Apriori selects rules based on accuracy. Sim-
ilar to Apriori, most of the rules for ‘healthy’ were attributed to fe-
males. However, the factors in the LHS varied. Exercise-induced
angina being false and thal being normal, however, were again
shown to be good indicators of health. Maximum heart rate in
the interval (149.6,175.8), the number of coloured vessels being
zero and chest pain being notang (non-anginal pain) were also
shown to be factors indicating healthy conditions. Considering
the ‘sick’ class, the rules again varied considerably. Two of the rules
were attributed to males. Slope (the peak exercise ST segment)
being flat, age being over 48 and the existence of coloured vessels
were also shown to be risk indicators for heart disease (by the
presence of these factors in at least two of the rules).

When running Tertius (Table 3), it was noted that thal being
normal is again a good indicator of health. Other attributes, such
as maximum heart rate and cholesterol level were also shown to



Table 4
Rule extraction for females using Apriori algorithm for healthy and sick conditions. (Table terms are details in Section 3).

Algorithms Sex Sick and healthy rules

Apriori Female Healthy rules:
Healthy rule: If {Cholesterol = ’(225.6,310.2]’ \ resting ecg = hyp \ max heart rate = ‘(153.6,172.8]’ \ oldpeak = ‘(�inf, 1.24]’ slope = up \
number of vessels colored = 0} => class healthy (conf., 1).
Healthy rule: If {Resting blood pres = ‘(115.2,136.4]’ \ resting ecg = norm \max heart rate=’(153.6,172.8]’ \ oldpeak = ’(�inf, 1.24]’ \ slope = up
\ number of vessels colored = 0} => class healthy (conf., 1).
Healthy rule: If {Age = ’(59.2,67.6]’ \ resting_ecg = norm \ oldpeak=’(�inf, 1.24] ‘ \ slope = up \ number_of_vessels_colored = 0} => class
healthy (conf., 1).
Healthy rule: If {Age = ‘(50.8,59.2]’ \ resting_blood_pres = ‘(115.2,136.4]’ \ max_heart_rate = ‘(153.6,172.8]’ \ oldpeak = ’(�inf, 1.24]’ \
number_of_vessels_colored = 0} => class healthy (conf., 1).
Healthy rule: If {Resting blood pres = ’(115.2,136.4]’ \ cholesterol = ’(225.6,310.2]’ \max heart rate = ’(153.6,172.8]’\ oldpeak = ’(�inf, 1.24]’ \
slope = up} => class healthy (conf., 1).
Healthy rule: If {Chest_pain_type = notang \ cholesteral = ‘(225.6,310.2]’ \ resting_ecg = hyp \ oldpeak = ‘(�inf, 1.24]’\ slope = up} => class
healthy (conf., 1).
Healthy rule: If {Resting blood pres = ‘(115.2,136.4]’ \ cholesterol = ’(225.6,310.2]’ \max heart rate = ‘(153.6,172.8]’ \ oldpeak = ’(�inf, 1.24] ‘ \
number of vessels colored = 0} => class healthy (conf., 1).
Healthy rule: If {Chest pain type = notang \ resting blood pres = ‘(115.2,136.4]’ \ resting ecg = norm \ oldpeak = ‘(�inf, 1.24]’ \ number of
vessels colored = 0} => class healthy (conf., 1).
Sick rules:
Sick rule: If {Chest pain type = asympt\ cholesterol = ‘(225.6,310.2]’\ resting ecg = norm\ exercise induced angina = TRUE} => class sick (conf., 1).
Sick rule: If {Cholesterol = ‘(225.6,310.2]’ \ resting ecg = norm \exercise induced angina = TRUE \ slope = flat} => class sick (conf., 1).
Sick rule: If {Chest pain type = asympt \ resting ecg = norm \exercise induced angina = TRUE \ slope = flat} => class sick (conf., 1).
Sick rule: If {Age = ‘(50.8,59.2]’ \ chest pain type = asympt \ exercise induced angina = TRUE \ slope = flat} => class sick (conf., 1).
Sick rule: If {Chest pain type = asympt \ exercise induced angina = TRUE \ slope = flat \ thal = rev} => class sick (conf., 1).
Sick rule: If {Chest pain type = asympt \ resting ecg = hyp \ slope = flat \ thal = rev} => class sick (conf., 1).

Table 5
Rule extraction for males using the Apriori algorithm for healthy and sick. (Table terms are details in section 3).

Algorithms Sex Rule

Male Healthy rules:
Healthy rule: If {Sex = male \ slope = up \ number_of_vessels_colored = 0 \ thal = norm} => class healthy (conf., 0.93).
Healthy rule: If {Sex = male \ exercise_induced_angina = fal \ slope = up \ number_of_vessels_colored = 0 \ thal = norm} => class healthy (conf.,
0.92).
Healthy rule: If {Sex = male \ fasting_blood_sugar = fal \ slope = up \ number_of_vessels_colored = 0 \ thal = norm} => class healthy (conf., 0.92).
Healthy rule: If {Fasting_blood_sugar = fal \ slope = up \ number_of_vessels_colored = 0 \ thal = norm} => class healthy (conf., 0.92).
Healthy rule: If {Sex = male \ oldpeak = ‘(�inf, 0.56]’ \ number_of_vessels_colored = 0 \ thal = norm} => class healthy (conf., 0.92).
Sick rules:
Sick rule: If {Sex = male \ chest_pain_type = asympt \ slope = flat \ thal = rev} => class sick (conf., 0.95).
Sick rule: If {Sex = male \ chest_pain_type = asympt \ exercise_induced_angina = TRUE \ thal = rev} => class sick (conf., 0.93).
Sick rule: If {Sex = male \ chest_pain_type = asympt \ fasting_blood_sugar = fal \ exercise_induced_angina = TRUE \ slope = flat} => class sick
(conf., 0.92).
Sick rule: If {Sex = male \ chest_pain_type = asympt \ fasting_blood_sugar = fal \ exercise_induced_angina = TRUE \ thal = rev} => class sick
(conf., 0.92).
Sick rule: If {Sex = male \ chest_pain_type = asympt \ resting_ecg = hyp \ exercise_induced_angina = TRUE} => class sick (conf., 0.92).
Sick rule: If {Chest_pain_type = asympt \ exercise_induced_angina = TRUE \ slope = flat} => class sick (conf., 0.92).
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be factors influencing healthy conditions. Results showed when
oldpeak (when ST depression induced by exercise relative to rest)
is greater than 2.48, it is a contributing factor to a person being sick
(oldpeak appeared at RHS of all ‘sick’ rules). Chest pain type and
presence of exercise-induced angina also showed an influence on
sick conditions.

Overall, the three algorithms generated different rules. But the
above results indicated women to be less at risk of developing
heart disease. This finding is further investigated in the next sec-
tion. Of the three algorithms, Apriori is the fastest and the resultant
rules show a pattern. As a result of this and also because of its pop-
ularity, it was chosen as the rule mining algorithm for the next
section.

4.2. Rule extraction for males and females

The findings in the previous section, that females are at lower
risk of developing heart disease, are investigated here in more de-
tail. The dataset was split, based on ‘males’ and ‘females’, and rules
were extracted again for sick and healthy data. The Apriori algo-
rithm was used to extract the rules for males and females. The
aim was to see which factors are significantly related to heart dis-
ease in men and women separately. The results are presented in
Tables 4 and 5, listing the rules with above 90% confidence.

Abbreviations used in the subsequent discussion have been de-
tailed in Section 3. As described, the abbreviation ‘hype’ stands for
ventricular hypertrophy, ‘assumption’ stands for the type of chest
pain, ‘slope’ stands for peak exercise ST segment, ‘thal’ stands for
heart status, and ‘oldpeak’ is a depression persuaded with exercise
relative to rest.

The results show that for women (Table 4), oldpeak values less
than or equal to 1.24 are a good indicator of being healthy. Other
factors indicating a woman being healthy include resting blood
pressure being between 115.2 and 136.4, cholesterol being be-
tween 225.6 and 310.2, slope being up and the number of colored
vessels being zero. Similarly, resting ECG being hyp and normal,
age being less than or equal to (5.0.8,67.6), maximum heart rate
being less than or equal to (153.6,172.8), were all possible factors
decreasing the risk of heart disease in women. For sick women,
chest pain type being asympt, resting ECG is normal or hyp, exer-
cise induced angina being true, slope being flat were all found to be
significant risk factors for heart disease. Cholesterol being less than
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or equal to (225.6,310.2), thal being reverse and age being less
than or equal to (50.8, 59.2) were shown to be important risk fac-
tors for heart disease.

From Table 5, the significant factors (confidence of 1) for
healthy men were the number of coloured vessels being 0, slope
being up, and thal being normal. These factors were repeated the
maximum number of times in the rules. On the other hand, for sick
men, asymptomatic type chest pain and exercise-induced angina
being true were shown to be high risk factors (appearing in the
majority of the disease related rules). Thal (heart status) being re-
verse and slope being flat were also indicative of heart disease in
men (the presence of these factors are in two high confidence rules
out of five). Resting ECG being hyp in combination with the pres-
ence of exercise-induced angina and asymptomatic type chest pain
also appeared as a high confidence ‘sick’ rule. This means males
with these symptoms are at a high risk of severe heart disease.
Similarly, fasting blood sugar in combination with asymptomatic
chest pain, occurrence of exercise-induced angina and flat slope
indicates the presence of heart disease in men.

Comparing these results with the factors impacting women, it
can be seen that factors such as chest pain being asymptomatic
and the presence of exercise-induced angina can indicate the exis-
tence of heart disease for both men and women. However, resting
ECG being either normal or hyp (as detailed in Section 3), and slope
being flat are potential high risk factors for women only. For men,
on the other hand, only a single rule expressing resting ECG being
hyp was shown to be a significant factor. This means resting ECG
status is a key distinct factor for heart disease prediction. Compar-
ing the healthy status of men and women, slope being up, the
number of coloured vessel being zero, and oldpeak being less than
or equal to 0.56 indicate a healthy status for both genders.
5. Conclusion

This research has presented a rule extraction experiment on
heart disease data using different rule mining algorithms (Apriori,
Predictive Apriori and Tertius). Further rule-mining-based analysis
was undertaken by categorising data based on gender and signifi-
cant risk factors for heart disease were found for both men and wo-
men. Interestingly, it is found from the set of healthy rules, being
‘female’ is one of the factors for a healthy heart condition. In other
words, the results indicated females to have more chance of being
free from coronary heart disease then males. This is supported by
existing medical research as well. Research, for example, has iden-
tified that before the start of menopause, women have lower rates
of coronary heart disease compared to their male counterparts of
the same age (Castelli, 2007). The research also mentioned that
estrogen, the female sex hormone, aids in storing heart-healthy
HDL cholesterol contribute in this respect. Other research has also
indicated that women are relatively more iron-deficient compared
to men, especially younger woman in their late teens and early 20s
due to menstruation (Blue, 2011). This research mentioned that
iron reacts with cells producing damaging free radicals and the
iron deficiency in younger women results in delayed occurrence
of cardiovascular disease. The results of rule mining have, thus,
highlighted useful knowledge.

Comparing the experimental results with the factors impacting
women, it is seen that factors such as chest pain being asymptom-
atic and the presence of exercise-induced angina can indicate the
existence of heart disease for both men and women. However, rest-
ing ECG being either normal or hyper and slope being flat are po-
tential high risk factors for women only. For men, on the other
hand, only a single rule expressing resting ECG being hyper was
shown to be a significant factor. This means, for women, resting
ECG status is a key distinct factor for heart disease prediction.
Comparing the healthy status of men and women, slope being
up, number of coloured vessels being zero, and oldpeak being less
than or equal to 0.56 indicate a healthy status for both genders.

Overall, this research has demonstrated the use of rule mining
to determine interesting knowledge. In medical literature, doctors
are in discrepancies about the factors highlighted. This research
has focused on the application of computational intelligence, in
particular, association rule mining-based classifiers, to identify
the key factors behind the disease, as well as considered gender
diversity.
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